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done in each workstation and the products 
are completed as they reach the end of 
the assembly line.  Nowadays, most of 
the industries that are dealing with mass 
production system have been using a type 
of assembly lines due to the high-volume 
production, and complexity of products.  
Though, assembly line balancing problem has 
been under study for 50 years and a number 
of studies on different types of assembly line 
balancing problems are done based on the 
fact that the line balancing problem falls into 
non-deterministic polynomial-time (NP)-
hard category (Gutjahr & Nemhauser, 1964; 
Ajenblit & Wainwright, 1998), exact methods 
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ABSTRACT

Assembly line balancing is well-known in mass production system but this problem is non-deterministic 
polynomial-time(NP)-hard, even for a simple straight line.  Although several heuristic methods have 
been introduced and used by researchers, knowing and using an effective method in solving these types 
of problems in less computational time have a considerable place in the area of line balancing problem.  
In this research, a new heuristic approach, known as critical node method (CNM), was introduced and 
tested by solving several test problems available in the literature so as to solve straight assembly lines.  
Finally, the obtained results are compared with 9 other heuristic rules in some performance measures.  
Thus, it is concluded that the proposed CNM is better than the rest in all the measures.
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INTRODUCTION

An assembly line consists of several 
workstations which are generally arranged 
along a material-handling system, specifically 
conveyor belt in which parts sequentially 
move along the line from station to station.  
A particular amount of assembly works are 
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such as integer programming, dynamic programming cannot be used effectually to balance the 
assembly line problems.  Thus, finding a new effective method is necessary.

According to the classification proposed by Ghosh and Gagnon (1989), different types 
of assembly line balancing problems were grouped into different categories, namely, Single 
and Multi/Mixed Model Deterministic, and Single and Multi/Mixed Model Stochastic.  Most 
research carried out on assembly line is related to the Single Model Deterministic category, 
where the cycle time is deterministic and the aim is the optimization of efficiency.  It consists 
of two assembly line balancing forms; one of the two is the original and the simplest type of 
the assembly line balancing problem known as the simple assembly line balancing (SALB) 
and the other is the added restriction or factors (e.g. parallel stations, zoning restrictions) which 
become the General Assembly Line Balancing Problem (GALB).  In addition, it should be noted 
that SALBP can be categorized into two main parts (SALBP-1 and SALBP-2) so that their 
main objective can be considered as minimizing the number of workstations while cycle time 
is constant and minimizing the cycle time for a given number of workstations, respectively.  
Moreover, the other types of simple assembly line balancing belong to the GALB problems.

Balancing the assembly line needs some constraints, as follows:
 ● Precedence constraint should be satisfied.
 ● The cycle time is greater than or equal to the time of any work element.
 ● The workstation time should not exceed the cycle time.

Recently, one of the most important SALBP subdivisions, i.e. SALBP-1, has been studied 
precisely by many researchers (Bautista & Pereira, 2009).  Consequently, as in the previous 
research by Scholl & Becker (2006), the present study focused on SALBP-1.  Although several 
exact and heuristic approaches in the area of SALBP have been introduced by the researchers 
and a comprehensive survey can be found in Erel and Sarin (1998) and Scholl and Becker 
(2006), a number of methods have been suggested and developed by the researchers in the recent 
decades to find the optimum methods to overcome the complexity of assembly line balancing 
problem (ALBP).  According to Rekiek and Delchambre (2005), all the available methods used 
in solving line balancing problems can be divided into two main categories, namely, the exact 
and approximated methods.  In addition, in the case of SALBP-1, dynamic programming has 
been used to determine lower bounds on the number of workstations using the exact approaches 
several methods such as integer programming, branch and bound, and dynamic programming 
have been vastly applied to date.  According to Baybars (1986) and Scholl and Klein (1999), 
however, most effective techniques are based on the Dynamic Programming (DP) as well as 
Branch and Bound (B&B) methods.

Furthermore, Rekiek and Delchambre (2005) state that the approximated methods are 
divided into two main groups, namely, the heuristic and metaheuristic methods.  One of the first 
proposed heuristics used to solve assembly line balancing problems was the Ranked Positional 
Weight or RPW (Helgeson et al., 1961), but the rules may sometimes be mistakenly utilised 
as Kilbridge and Wester’s heuristic (1996), Moodie and Young’s (1965) method  and so on.  
Additionally, Metaheuristics includes several methods, such as Ant Colony Optimization, Tabu 
search, Genetic Algorithms and simulated annealing, which are used to solve different line 



A New Heuristic Method to Solve Straight Assembly Line Balancing Problem 

357Pertanika J. Sci. & Technol. 20 (2): 355 - 369 (2012)

balancing problems like straight and U-shaped line (Hwang et al., 2008; Baykasoglu, 2006), 
two-sided (Özcan & Toklu, 2008), etc.

Since assembly line balancing problems are categorized as NP-hard problems, all the 
proposed computational methods face difficulties when solving large size problems.  Therefore, 
the heuristic and metaheuristic methods are applied to overcome the difficulties and to obtain 
the optimal or near the optimal solution in a reasonable amount of time.  Furthermore, Scholl 
and Becker (2006) asserted that most of effective procedures have been proposed in the area 
of simple assembly line balancing type-1 (SALBP-1) are based on the priority heuristic rules.  
Recently, several articles have been published on the metaheuristic methods so they are using 
priority heuristic rules as a foundation (Fathi et al., 2010).  For example, Sabuncuoglu et al. 
(2000) and Ponnambalam et al. (2000) developed the genetic algorithm-based heuristic for 
SALBP.  Meanwhile, Baykasoglo (2006) introduced a simulated annealing (SA) algorithm 
using several heuristic rules to solve U-shape and straight line.

METHODOLOGY Of THE PROPOSED HEURISTIC METHOD

Since using the heuristic method has a significant rule to solve assembly line balancing 
problems, research on this particular method is a hot topic for researchers.  More recently, Yeh 
and Kao (2009) proposed a new heuristic method based on the Critical Path Method (CPM) 
for solving bidirectional assembly line balancing problem.  In this study, a more effective 
heuristic method called the Critical Node Method (CNM) was introduced based on combining 
the main concepts of the assembly line balancing problem and project management issues.  
The main concept of the proposed CNM is based on the well-known rank positional weight 
(RPW) technique introduced by Helgeson and Birnie (1961) and the proposed method based 
on CPM by Yeh and Kao (2009).

According to the RPW technique, the task that needs to be assigned is the one that has 
followers’ largest total time.  In the RPW, the task with the highest positional weight is selected 
and assigned to the earlier station.  Meanwhile, the weight of each task is computed by summing 
all the followers’ time and each task has its own weight, the tasks with greater weight have more 
priority to be assigned to the appropriate workstation with respect to all constraints, such as 
precedence relationship.  Moreover, the CPM is a technique used for managing and scheduling 
the projects during the implementation and it can be defined as the longest path (according to 
the time duration) from the first (the source) node to the last (the sink) node.  In this method, 
the CPM calculates the longest path of the planned activities to the end of the project, and it 
computes the earliest and the latest time of every single task that can start and finish without 
making the project longer.  In accordance with the above mentioned explanation about CPM 
and RPW, the proposed CNM computes the task weight, as follows:

The sequence of the tasks makes the critical path to start with the first task in the project 
and follows through to the last task in the project.  In the first step, CPM is applied to compute 
the critical path for the assembly network.  In this process, the algorithm starts from the first 
task of the critical path by summing all the critical tasks time to calculate the weight for the 
considered task.  In the next step, the most critical task with the highest weight is removed from 
the assembly network and a new computation to determine the current critical path is done 
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using the same procedure.  This process is continued until all the tasks have gained their own 
weights.  The tasks are assigned in a descending order of the weight in which as it satisfies the 
precedence relationship and does not exceed the station’s remaining cycle time.  Using this 
particular point of view, the critical nodes also play a pivotal role in assembly line balancing 
whereby any impediment in assigning the critical nodes may conduce to increase the number 
of the workstations which are directly associated with higher labour cost and inefficient human 
resource management.

The proposed CNM can be used to solve almost all types of assembly line problems such 
as straight and U shaped lines.  However, the current study focused on solving the straight 
assembly line balancing problem.  In this method, another criterion is introduced and used 
instead of the cycle time named OCT.

The parameters used in the proposed method as well as the calculation of introduced OTC 
are as follows:

T(si) total time of each station
T(x) time of each task
CT cycle time
N number of workstation
SCT smallest feasible cycle time
St set of all tasks
Sa set of assigned tasks
Su set of unassigned tasks
MS minimum number of stations
OCT optimum cycle time

The new introduced cycle time is calculated as bellow:

MS T x CTi
i

n

0
=

=
^ h/  If MS is not an integer, it will then be rounded up. (1)

SCT MST x
i

n

i
0

=
=

^ h/  (2)

SCT CTOCT 2= +^ h6 @ (3)

Note that OCT is selected between SCT and CT. Although CT can be replaced by each value 
between CT and SCT, based on the researchers’ experience, OCT will offer better results. To obtain 
the desired conditions, the following equations should be maintained in the solving process: 

T CTs T x
X S

i
i

#=
!

^ ^h h/  i = 1, ..., M (4)

If (x,y) ∈ P, x ∈ Si and y ∈ Sj then i ≤ j for all x. (5)

Equation (4) expresses that the sum of the times for all the assigned tasks to one station 
should not exceed the predetermined cycle time.  Equation (5) ensures that the precedence 
constraints during the assigning process are satisfied.

In order to assign tasks to the current workstation, the critical tasks are determined by 
the proposed CNM.  In relation to this fact, i.e. the higher weight of each task represents a 
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higher degree of criticality, a high priority to assign is therefore gained.  In other words, the 
task with a higher weight will be assigned sooner, and some tasks with lower weight (lower 
priority to assign) may be assigned to the current work station due to two reasons.  The two 
reasons are as follows:

 ● To satisfy the precedence constraints means that a task with a lower priority can be assigned 
sooner to preserve the precedence relationship.

 ● The capacity of workstation is not fully completed means that a task with a higher weight 
is available to be assigned but the current workstation does not have enough time, but 
the remaining time is enough to assign some other tasks with lower weight (i.e. a lower 
priority to assign).

This process is continued until no task is left within the assembly network to be assigned.  
Here, it should be noted that in the situation with an equal weight for some of the tasks in the 
candidate list, there is no difference to select the tasks, so a task is selected by random chance.  

The heuristic CNM based described above involves determining the criticality of each 
node within the assembly network and assigning the priority based on the obtained weight 
using the precedence relationship diagram.  The assembly network is used to compute the 
weight of each task and those tasks with higher weight gain more priority for assigning.  Task 
assignment process is continued until all the tasks have been assigned to any station, as shown 
by St = Ø.  The proposed method should be done in the following steps:

1. Computing the value of OCT for the corresponding problem and replacing the existent 
cycle time by this value.

2. The set of all tasks within the assembly network is shown by St which represents the set of 
all the available tasks for assignment.  The initial value of Su is equivalent to St.

3. Weighing each single task and computing it using the CNM method; they are assigned to the 
stations based on the priority of tasks.  In the entire task assignment procedure, precedence 
constraints should be satisfied even though the higher priority tasks are available.  This 
particular process is continued until no task can be assigned to any workstation anymore.  
The set of the unassigned tasks is Su = St - Sa.

4. St ≠ Ø expresses the task availability in the assembly network and this procedure goes 
to step 3.  St = Ø shows that all the tasks have been assigned to any station and the task 
assignment operation is ended.

SOLVING PROCESS Of THE PROPOSED CNM

In this sub-section, an example available in literature taken from Jackson (1956) is graphically 
shown to describe the proposed CNM.

Note that the assumption is CT = 21 sec.  Then, MS, SCT and finally OCT are calculated using 
Equations 1, 2 and 3.
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Fig.1: The network of Jackson’s problem

Table 1: Weight computation using the CNM method

Task no. 1 2 3 4 5 6 7 8 9 10 11
Weight 25 19 17 19 13 17 12 15 9 9 4

The following is a description of the assigning process to clarify the proposed CNM.

1. Calculating MS = 46/21 = 2.19 and after rounding up, it is 3 and  SCT = 46/3 = 15.33; 
therefore, OCT = [(21+15.33)/2]=18.16, so 15.33<18.16< 21, and since all the task times 
are integer, it should be rounded and set to 18.

2. Creating workstation 1 and calculating the weight for each task.  This phase is shown in 
Table 1; the first candidate task to assign according to the proposed heuristic is task 1, and 
because it has a higher weight among the other tasks, so task 1 is assigned according to 
the CNM rule to the first workstation.  In the second step according to the task weight, 
there are two different choices, namely, tasks 2 and 4.  In this situation, a task is selected 
by random chance, and it is assumed that it is task 4 and then task 2 with higher weight is 
selected to be assigned.  This is continued by tasks 3 and 6 with the same weight which 
can be assigned to the current station; however, according to the remaining cycle time, task 
6 should be assigned to the current station.  In accordance with the remaining cycle time 
for the current station, only task 5 can be assigned to this particular station.  Although it 
does not have a higher weight but it can be assigned accorrding to the predefined assigning 
procedure.  Finally, station time is T = (s1) = 6+7+2+2+1=18.

3. Creating workstation 2 according to the tasks weight, task 3 should be assigned to the 
second station.  After that, tasks 8 and 7 are assigned to the current station, respectively.  
According to the remaining cycle time, there is no other task to be assigned.  Total station 
time equals T = (s2) = 5+6+3=14.

4. Creating workstation 3, tasks 9 and 10 have the same weight, so one of them is selected by 
random so tasks 10 and 9 are assigned to the current work station, respectively.  Then, only 
task 11 is available to be assigned, so task 11 is assigned to this station.  The total process 
time for this station is T = (s3) = 5 + 5 +4= 14.

A summary of the whole assigning process described above is shown in Table 2.
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HEURISTIC METHODS AND PERfORMANCE INDEXES

In this section, 9 heuristic rules recently used by the researchers are introduced and several 
benchmark problems are also solved for all the considered heuristics and the suggested CNM 
to compare and evaluate the CNM.  The heuristic rules and their sign and parameters are 
given in Table 3.  The definitions of the parameters used in the heuristic rules are listed in the 
following table:

Table 3: List of the heuristic rules

Rule No. Rule Name Symbol Definition
1 Maximum positional weight of follower task Max |Si | t j

j si!
/

2 Maximum task time of immediate follower task Max |ISi | |ISi |
3 Minimum total number of predecessor tasks NPSi |Pi |
4 Minimum total number of successor tasks MiTNST |Si |
5 Maximum total time of successor tasks MaTTST T|Si |
6 Minimum total time of successor tasks MiTTST T|Pi |
7 Maximum total number of predecessor tasks MaTNPT |Pi |
8 Maximum total number of successor tasks MaTNST |Si |
9 Maximum total time of predecessor tasks MaTTPT T|Pi |
ti Assembly time required to complete task i

i, j Task index
ISi Set of immediate successors of task i
N The number of tasks to be balanced into stations
IPi Set of immediate predecessors of task i
Si Set of all successors of task i
Pi Set of all predecessors of task i

Table 2: A summary of the assigning process using the proposed CNM

Iteration Candidate list Assigned task Remaining station time
1
2
3
4
5
6
7
8
9
10
11

1
2,4
2
6
5
3
8
7

9,10
9
11

1
4
2
6
5
3
8
7
10
9
11

12
5
3
1
0
13
7
4
13
8
4
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PERfORMANCE INDEXES

As stated above, the main objective of the assembly line balancing problem in the area of type-1 
is to minimize the number of stations.  To the researchers’ best knowledge, most of the methods 
obtained the same results for the number of stations, and thus, evaluating the different heuristic 
methods using some other performance measures seems to be necessary.  Although several 
indexes are available in the literature, two indexes (SI and LE) were selected and calculated 
in the current study.  A brief definition of the indexes is given below:

1. Number of Work Station (NWS): The minimum index value shows a decrease in the required 
number of stations for assembly and better task distribution.

2. Smoothness Index (SI): The smoothness index is an index for the relative smoothness of 
a given assembly line.  A smaller SI results in a smoother line, thereby, reducing the in-
process inventory (Baykasoglu, 2006).

SI N
T s T smax i

i

n 2

1=
-

=
^ ^^ h hh/

 (6)

3. Line Efficiency (LE): Line efficiency is a ratio between total station time to the product 
of cycle time and the number of workstations, which is represented as a percentage.  The 
greatest LE results in an efficient line, which is expressed as follows (Ponnambalam et 
al., 2000):

LE N CT
T s

100
i

i

n

1

#
#= =

^ h/
 (7)

It should be noted here that in the above equations T(Si), is the time of the i-th station, 
T(Smax) is the maximum workstation time, N is the number of workstations and CT is the given 
cycle time.

RESULTS Of SOLVING TEST PROBLEMS

In this section, several test problems available in the literature, which can be downloaded from 
Scholl et al. (2010), are solved using the proposed CNM and 9 other mentioned heuristic rules.  
The results obtained for all the performance measures are given in Table 4.  Morover, the optimal 
results in all the indexes obtained from the heuristic methods are bolted and presented in Table 4.

Meanwhile, a summary of the results obtained by the new method and 9 other methods is 
shown in Table 5.  It is important to note that the comparison results of the new method and the 
other 9 methods in Table 5 are with respect to the assigned activities to the workstations with 
multi objectives.  In other words, each method will get the first place if all their performance 
indexes are better than those of the others.

As shown in Table 5, all the indexes show the superiority of the proposd heuristic method 
in balancing the stright assembly line to 9 other methods.  Based on the final results, it is clearly 
found that the proposed method (CNM) has a better situation than the rest of the methods 
taken into consideration.
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Finally, Fig.2 demonstrates the number of times every method obtained the first place in 
comparison to the other methods.  According to this graph, it can be asserted that the proposed 
CNM achieved the optimal number of stations in 15 test problems out of 35 and thus took the 
first place among all the methods.  In addition, the second place goes to the heuristic rule 7 
(i.e. the maximum total number of the predecessor tasks), whereas rule 6 (the minimum total 
time of successor tasks) and rule 3 (the minimum total number of predecessor tasks) are both 
in the third place by achieving the best results for 17.14% of the solved problems.

Fig.2: The number of times the best solution is obtained by each method in comparison 
to the other methods

CONCLUSION

Based on the results obtained for the performance measures, it can easily be concluded that the 
proposed heuristic method (CNM) has given better results in assigning tasks and in minimizing 
the number of workstations.  Although some other methods have obtained good results for 
a number of the workstations, they do not give considerable results for other indexes like 
smoothness index.  Another advantage of the proposed CNM can be considered in achieving 
good results in a reasonable of time.  Since the heuristic methods are the foundation of the 
metaheuristic methods, the proposed method can be used as the main base for most of the 
metaheuristic methods like simulated annealing, genetic algorithm and ant colony optimization.  
Furthermore, although the proposed method are introduced and solved for stight line in the 
area of type-1, it can be efficiently applied for other kind of assembly lines such as parallel, 
U-shaped, and other types of assembly line balancing problem such as type-2 in future research.

Table 5: A summary of the results comparing the proposed method and 9 other methods 

Rules Number CNM 1 2 3 4 5 6 7 8 9

Total optimal answer 15 4 3 6 5 4 6 7 5 4
Total problems 35 35 35 35 35 35 35 35 35 35
Percentage 42.85% 11.42% 8.57% 17.14% 14.28% 11.42% 17.14% 20% 14.28% 11.42%



Mohd Khairol Anuar Mohd Ariffin, Masood Fathi and Napsiah Ismail

368 Pertanika J. Sci. & Technol. 20 (2): 355 - 369 (2012)

REfERENCES
Ajenblit, D. A., & Wainwright, R. L. (1998) Applying genetic algorithms to the U-shaped assembly line 

balancing problem. Paper presented at the Proceedings of the IEEE Conference on Evolutionary 
Computation, ICEC, Anchorage, AK, USA.

Bautista, J., & Pereira, J. (2009). A dynamic programming based heuristic for the assembly line balancing 
problem. European Journal of Operational Research, 194(3), 787-794.

Baybars, I. (1986). Efficient heuristic method for the simple assembly line balance problem. International 
Journal of Production Research, 24(1), 149-166.

Baykasoglu, A. (2006). Multi-rule multi-objective simulated annealing algorithm for straight and U type 
assembly line balancing problems. Journal of Intelligent Manufacturing, 17(2), 217-232.

Erel, E., & Sarin, S. C. (1998). A survey of the assembly line balancing procedures. Production Planning 
and Control, 9(5), 414-434.

Erel, E., Sabuncuoglu, I., & Aksu, B. A. (2001). Balancing of U-type assembly systems using simulated 
annealing. International Journal of Production Research. 39(13): 3003-3015.

Erel, E., & Sarin, S. C. (1998). A survey of the assembly line balancing procedures. Production Planning 
and Control, 9(5), 414-434.

Ghosh, S., & Gagnon, R. J. (1989). A comprehensive literature review and analysis of the design, 
balancing and scheduling of assembly systems. International Journal of Production Research, 27(4), 
637 - 670.

Gutjahr, A. L., & Nemhauser, G. L. (1964). An algorithm for the line balancing problem. Management 
Science, 11(2), 308-315.

Helgeson, W. B., & Birnie, D. P. (1961). Assembly line balancing using the ranked positional weight 
technique. Journal of Industrial Engineering, 12(6), 394-398.

Hwang, R. K., Katayama, H., & Gen, M. (2008). U-shaped assembly line balancing problem with genetic 
algorithm. International Journal of Production Research, 46(16), 4637-4649.

Jackson, J. R. (1956). A computing procedure for a line balancing problem. Management Science, 2(3), 
261-271.

Kim, Y. K., Song, W. S., & Kim, J. H. (2009). A mathematical model and a genetic algorithm for two-
sided assembly line balancing. Computers and Operations Research, 36(3), 853-865.

Kilbridge, M. D., & Wester, L. (1996). A heuristic method of assembly line balancing. Journal of 
Industrial Engineering, 12, 394-398.

Kao, E. P. C., & Queyranne, M. (1982). On dynamic programming methods for assembly line balancing. 
Paper presented at the Operations Research.

Masood Fathi, M. K. A. Ariffin, & Napsiah Ismail (2010). A note on “A multi-objective genetic algorithm 
for solving assembly line balancing problem. The International Journal of Advanced Manufacturing 
Technology, 50(5-8), 771-773.

Moodie, C. L., & Young, H. H. (1965). A heuristic method of assembly line balancing for assumptions 
of constant/variable work element times. Journal of Industrial Engineering, 16, 456-467.



A New Heuristic Method to Solve Straight Assembly Line Balancing Problem 

369Pertanika J. Sci. & Technol. 20 (2): 355 - 369 (2012)

Nicosia, G., Pacciarelli, D., & Pacifici, A. (2002). Optimally balancing assembly lines with different 
workstations. Discrete Applied Mathematics, 118(1-2), 99-113.

Özcan, U., & Toklu, B. (2008). A tabu search algorithm for two-sided assembly line balancing. 
International Journal of Advanced Manufacturing Technology, 1-8.

Ponnambalam, S. G., Aravindan, P., & Mogileeswar Naidu, G. (2000). Multi-objective genetic algorithm 
for solving assembly line balancing problem. International Journal of Advanced Manufacturing 
Technology, 16(5), 341-352.

Rekiek, B., & Delchambre, A. (2005). Assembly Line Design: The Balancing of Mixed-Model Hybrid 
Assembly Lines with Genetic Algorithms. Springer Series in Advanced Manufacturing.

Sabuncuoglu, I., Erel, E., & Alp, A. (2000). Ant colony optimization for the single model U-type assembly 
line balancing problem. International Journal of Production Economics.

Scholl, A., & Becker, C. (2006). State-of-the-art exact and heuristic solution procedures for simple 
assembly line balancing. European Journal of Operational Research, 168(3), 666-693.

Scholl, A., & Klein, R. (1999). ULINO: Optimally balancing U-shaped JIT assembly lines. International 
Journal of Production Research, 37(4), 721-736. 

Scholl, A., Boysen, N., Fliedner, M., & Klein R. (n.d.). Assembly line optimization research. Retrieved 
on June 20, 2010 from http://www.assembly-line-balancing.de. 

Yeh, D. H., & Kao, H. H. (2009). A new bidirectional heuristic for the assembly line balancing problem. 
Computers and Industrial Engineering, 57(4), 1155-1160.




